
CSE 518 - Artificial Intelligence
Homework

Instructor: Shashi Prabh

Chapter 2. Intelligent Agents

2.1 Suppose that the performance measure is concerned with just the first T time steps of the environ-
ment and ignores everything thereafter. Show that a rational agent’s action may depend not just on the
state of the environment but also on the time step it has reached.

2.2 Write an essay on the relationship between evolution and one or more of autonomy, intelligence,
and learning.

2.3 For each of the following assertions, say whether it is true or false and support your answer with
examples or counterexamples where appropriate.

a. An agent that senses only partial information about the state cannot be perfectly rational.

b. There exist task environments in which no pure reflex agent can behave rationally.

c. There exists a task environment in which every agent is rational.

d. The input to an agent program is the same as the input to the agent function.

e. Every agent function is implementable by some program/machine combination.

f. Suppose an agent selects its action uniformly at random from the set of possible actions. There exists
a deterministic task environment in which this agent is rational.

g. It is possible for a given agent to be perfectly rational in two distinct task environments.

h. Every agent is rational in an unobservable environment.

i. A perfectly rational poker-playing agent never loses.

2.4 For each of the following activities, give a PEAS description of the task environment and characterize
it in terms of the properties listed in Section 2.3.

• Playing soccer.

• Exploring the subsurface oceans of Titan.

• Shopping for used AI books on the Internet.

• Playing a tennis match.

• Practicing tennis against a wall.
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• Performing a high jump.

• Knitting a sweater.

• Bidding on an item at an auction.

2.5 Define in your own words the following terms: agent, agent function, agent program, rationality,
autonomy, reflex agent, model-based agent, goal-based agent, utility-based agent, learning agent.

2.6 This exercise explores the differences between agent functions and agent programs.

a. Can there be more than one agent program that implements a given agent function? Give an exam-
ple, or show why one is not possible.

b. Are there agent functions that cannot be implemented by any agent program?

c. Given a fixedmachine architecture, does each agent program implement exactly one agent function?

d. Given an architecture with n bits of storage, how many different possible agent programs are there?

e. Suppose we keep the agent program fixed but speed up the machine by a factor of two. Does that
change the agent function?

2.7 Implement a performance-measuring environment simulator for the vacuum-cleaner world depicted
in Fig. 2.2 and specified in Section 2.2. Your implementation should be modular so that the sensors, actu-
ators, and environment characteristics (size, shape, dirt placement, etc.) can be changed easily. (Note: for
some choices of programming language and operating system there are already implementations in the
online code repository.)

2.8 Consider a modified version of the vacuum environment in Exercise 2.7, in which the agent is penal-
ized one point for each movement.

a. Can a simple reflex agent be perfectly rational for this environment? Explain.

b. What about a reflex agent with state? Design such an agent.

c. How do your answers to a and b change if the agent’s percepts give it the clean/dirty status of every
square in the environment?

2.9 Consider a modified version of the vacuum environment in Exercise 2.7, in which the geography of
the environment—its extent, boundaries, and obstacles—is unknown, as is the initial dirt configuration.
(The agent can go Up and Down as well as Left and Right .)

a. Can a simple reflex agent be perfectly rational for this environment? Explain.

b. Can a simple reflex agent with a randomized agent function outperform a simple reflex agent? Design
such an agent and measure its performance on several environments.

c. Can you design an environment in which your randomized agent will perform poorly? Show your
results.

d. Can a reflex agent with state outperform a simple reflex agent? Design such an agent and measure
its performance on several environments. Can you design a rational agent of this type?
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2.10 The vacuum environments in the preceding exercises have all been deterministic. Discuss possible
agent programs for each of the following stochastic versions:

a. Murphy’s law: twenty-five percent of the time, the Suck action fails to clean the floor if it is dirty
and deposits dirt onto the floor if the floor is clean. How is your agent program affected if the dirt
sensor gives the wrong answer 10% of the time?

b. Small children: At each time step, each clean square has a 10% chance of becoming dirty. Can you
come up with a rational agent design for this case?
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