
CSE 518 - Artificial Intelligence
Homework

Instructor: Shashi Prabh

Chapter 13. Probabilistic reasoning, Bayesian Networks

13.1 We have a bag of three biased coins a, b, and c with probabilities of coming up heads of 20%, 60%,
and 80%, respectively. One coin is drawn randomly from the bag (with equal likelihood of drawing each
of the three coins), and then the coin is flipped three times to generate the outcomes X1, X2, and X3.

a. Draw the Bayesian network corresponding to this setup and define the necessary CPTs.

b. Calculate which coin was most likely to have been drawn from the bag if the observed flips come
out heads twice and tails once.

13.2 Equation 13.1 defines the joint distribution represented by a Bayesian network in terms of the pa-
rameters θ(Xi |Parents(Xi)). This exercise asks you to derive the equivalence between the parameters
and the conditional probabilities P(Xi |Parents(Xi)) from this definition.

a. Consider a simple network X → Y → Z with three Boolean variables. Use 12.3 and 12.8 [P(Y ) =∑
z P(Y |z)P (z)] to express the conditional probability P (z | y) as the ratio of two sums, each over

entries in the joint distribution P(X,Y, Z).

b. Now use Equation 13.1 to write this expression in terms of the network parameters θ(X), θ(Y |X),
and θ(Z |Y ).

c. Next, expand out the summations in your expression from part (b), writing out explicitly the terms
for the true and false values of each summed variable. Assuming that all network parameters satisfy
the constraint

∑
xi
θ(xi | parents(Xi))= 1, show that the resulting expression reduces to θ(z | y).

d. Generalize this derivation to show that θ(Xi |Parents(Xi)) = P(Xi |Parents(Xi)) for any Bayesian
network.

13.3 Consider the Bayesian network in Figure 1.

a. If no evidence is observed, are Burglary and Earthquake independent? Prove this from the numer-
ical semantics and from the topological semantics.

b. If we observe Alarm = true , are Burglary and Earthquake independent? Justify your answer by
calculating whether the probabilities involved satisfy the definition of conditional independence.
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Figure 1: Exercise 13.3

13.4 Suppose that in a Bayesian network containing an unobserved variable Y , all the variables in the
Markov blanketMB(Y ) have been observed.

a. Prove that removing the node Y from the network will not affect the posterior distribution for any
other unobserved variable in the network.

b. Discuss whether we can remove Y if we are planning to use (i) rejection sampling and (ii) likelihood
weighting.
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Figure 2: Three possible structures for a Bayesian network describing genetic inheritance of handedness.

13.5 Let Hx be a random variable denoting the handedness of an individual x, with possible values l
or r. A common hypothesis is that left- or right-handedness is inherited by a simple mechanism; that is,
perhaps there is a gene Gx, also with values l or r, and perhaps actual handedness turns out mostly the
same (with some probability s) as the gene an individual possesses. Furthermore, perhaps the gene itself
is equally likely to be inherited from either of an individual’s parents, with a small nonzero probabilitym
of a random mutation flipping the handedness.

a. Which of the three networks in Figure 2 claim that
P(Gfather , Gmother , Gchild ) = P(Gfather )P(Gmother )P(Gchild )?
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b. Which of the three networks make independence claims that are consistent with the hypothesis
about the inheritance of handedness?

c. Which of the three networks is the best description of the hypothesis?

d. Write down the CPT for the Gchild node in network (a), in terms of s and m.

e. Suppose that P (Gfather = l) = P (Gmother = l) = q. In network (a), derive an expression for
P (Gchild = l) in terms ofm and q only, by conditioning on its parent nodes.

f. Under conditions of genetic equilibrium, we expect the distribution of genes to be the same across
generations. Use this to calculate the value of q, and, given what you know about handedness in
humans, explain why the hypothesis described at the beginning of this question must be wrong.

13.6 Two astronomers in different parts of the world make measurementsM1 andM2 of the number of
stars N in some small region of the sky, using their telescopes. Normally, there is a small possibility e of
error by up to one star in each direction. Each telescope can also (with a much smaller probability f ) be
badly out of focus (events F1 and F2), in

which case the scientist will undercount by three or more stars (or ifN is less than 3, fail to detect any
stars at all). Consider the three networks shown in Figure 3.

a. Which of these Bayesian networks are correct (but not necessarily efficient) representations of the
preceding information?

b. Which is the best network? Explain.

c. Write out a conditional distribution forP(M1 |N), for the casewhereN ∈{1, 2, 3} andM1 ∈{0, 1, 2, 3, 4}.
Each entry in the conditional distribution should be expressed as a function of the parameters e
and/or f .

d. Suppose M1=1 and M2=3. What are the possible numbers of stars if you assume no prior con-
straint on the values of N?

e. What is the most likely number of stars, given these observations? Explain how to compute this,
or if it is not possible to compute, explain what additional information is needed and how it would
affect the result.
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Figure 3: Exercise 13.6
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13.7 Consider the variable elimination algorithm in Figure 4.

a. Section 13.3 applies variable elimination to the query

P(Burglary | JohnCalls = true,MaryCalls = true) .

Perform the calculations indicated and check that the answer is correct.

b. Count the number of arithmetic operations performed, and compare it with the number performed
by the enumeration algorithm.

c. Suppose a network has the form of a chain: a sequence of Boolean variables X1, . . . , Xn where
Parents(Xi)= {Xi−1} for i=2, . . . , n. What is the complexity of computing P(X1 |Xn= true)
using enumeration? Using variable elimination?

d. Prove that the complexity of running variable elimination on a polytree network is linear in the size
of the tree for any variable ordering consistent with the network structure.

Figure 4: Exercise 13.7
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