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Abstract— Power management has been increasingly critical 
for sustainable datacenters. One particular aspect that has a 
strong impact on the power consumed by a data center is how the 
workload is distributed among its servers. This distribution can 
be done integrating thermal models that allow balancing cooling 
needs with computing needs contributing to reduce overall power 
consumption. In this paper, we present a workload distribution 
optimization method for homogeneous server environments that 
minimizes total heat recirculation. We use a parameter to 
constrain the total contribution of each node to the recirculated 
heat and we show that such parameter allows fine-grained
control over the number of needed servers and consequently over 
the balance between IT computing power and cooling power 
needs. Additionally, we incorporate allocation constraints, 
representing cases where specific workloads must be allocated to 
a specific subset of servers only, which for example, result from 
Service-Level-Agreements with datacenter customers. These
constraints are often found in reality but have seldom been 
considered in the literature. We carry out simulation experiments 
using measurement data provided by the Bluesim tool [20]. The 
results show the effectiveness of the proposed approach in 
controlling the active servers, thus total power, needed for a 
given workload while meeting allocation constraints.1

Keywords- Thermal model, workload placement, optimization 

I. INTRODUCTION 

Over the last decade, datacenters have become the mainstream 
infrastructure to provide IT services to enterprises and users 
all over the world, such as Cloud Computing and 
Internet-based services [1]. These datacenters typically include 
hundreds of physical servers, frequently virtualized into a 
myriad of virtual machines, each dedicated to one particular 
application or customer, with added benefits of better 
maintainability and service flexibility [2]. Virtualization 
allows higher utilization of the datacenter leading to increased 
energy consumption, as well as higher rates of greenhouse gas 
emissions. Nevertheless, the electricity consumed by the 
datacenter servers, i.e., the IT component, typically represents 
only about half of the total energy used by a datacenter [3]. 

1  This work was partially supported by FEDER through the 
COMPETE program, and by the Portuguese Government through 
FCT grant SENODS - CMU-PT/SAI/0045/2009; 

Therefore, it is increasingly important to run datacenters 
in an energy-efficient way while still meeting customers 
Service Level Agreements (SLAs), i.e., to use the so-called 
green strategies. This has motivated a substantial research 
effort in the last decade [19] covering a wide diversity of 
datacenters operational aspects [17]. 

In this paper we focus on homogeneous virtualized 
datacenters running interactive workloads, such as those 
typically handled by web servers, databases, etc. We further 
consider that such workload encompasses many applications,
e.g. web services, each one executing within one virtual 
machine but possibly instantiated several times according to 
an SLA, to improve availability and reduce response times.
These applications behave in a quasi-continuous mode, given 
the typical high rate of requests. However, despite the 
variability of web requests arrival, the peak rate that is 
considered in the SLA is typically constant or changes in 
fairly long intervals thus making planning actions, such as 
workload allocation, more persistent. In our case, given that 
the proposed allocation method, which is based on binary 
linear programming (BLP), executes in the sub-second range 
for a relatively small datacenter, we claim that such method is 
potentially adequate for online use in the referred scenario. 

Our work builds upon the line pursued by Gupta et al.
[4][8] and [17] on thermal-aware workload allocation but 
focusing on interactive workloads (IDC) instead of high 
performance computing (HPC). For the workload characteri-
zation we build upon the work of Petrucci et al. [13] that 
showed that interactive workloads also have a linear power 
footprint with respect to the requests rate. We test our work 
with simulation experiments using one example datacenter 
from [17] together with its heat recirculation pattern provided 
by the Bluesim tool [20]. Our contributions are the following:  
� Optimization BLP-based thermal-aware workload 

allocation controlled by a specified parameter, namely a 
bound on the contribution of each node to the total heat 
recirculation, named recirculation bound, which
determines the concentration/ dispersion of the workload, 
thus determining the number of active servers needed to 
run such workload and consequently, the IT power; 

� A simple but flexible and effective way of incorporating 
allocation constraints in the allocation optimization 
procedure. 

2013 IEEE International Conference on Green Computing and Communications and IEEE Internet of Things and IEEE Cyber,

Physical and Social Computing

978-0-7695-5046-6/13 $26.00 © 2013 IEEE

DOI 10.1109/GreenCom-iThings-CPSCom.2013.55

208



The former contribution directly addresses the criticality 
of controlling the inlet temperatures for the effective 
performance of the datacenter [14]. Note that heat 
recirculation is the cause for the increase of inlet temperatures 
over that of the cooling air. 

The latter contribution allows accounting for constraints 
derived from the SLAs with the datacenter customers that 
force certain workloads to execute in a subset of the physical 
servers, only. For example, a customer may rent dedicated 
servers for his applications or even provide his own. The same 
technique can also be used to control which servers should be 
used or shut down. This way, the same optimization process 
can be used to generate different allocation profiles such as 
MCE or min-HR presented previously in the literature [16]. 

The allocation constraints and specified recirculation 
bound give the datacenter operator a simple but effective way 
of controlling the computing power needed to execute a given 
workload as well as the supply cooling air temperature needed 
to maintain all operating servers within their desired opera-
tional temperature ranges. 

The remainder of the paper is organized as follows: the 
next section briefly reviews some related work, Section 3 
presents the models that we consider in our work, Section 4 
presents the proposed optimization framework and Section 5 
shows experimental results. Finally Section 6 concludes this 
paper and refers to possible future work. 

II. RELATED WORK

Computational fluid dynamics (CFD) is regarded as a 
popular and conventional approach to simulate and estimate 
the temperature evolution within datacenters [5] [6]. It has also 
been used to distribute the workload over selected servers and 
racks [7]. However, it is complex and time consuming for 
most practical scenarios, and is unsuitable for on-line use.

Some previous works have focused on simplified thermal 
modeling of the datacenter using steady-state conditions 
validated with CFD analysis [8]. Others used sensor-based 
thermal mapping by continually monitoring temperature 
[9][10]. On the other hand, workload distribution based on 
optimized thermal and power models has also been researched 
regarding temporal job scheduling and spatial task balancing 
in order to achieve overall energy-efficiency [11] [12] [13].

A rather complete research tool available today is 
GDCSim [17], encompassing automated processing, online 
analysis, iterative design, thermal analysis, workload manage-
ment and cyber-physical interdependencies. The same work 
presents an interesting survey of the state-of-the art in 
datacenter design and management. Concerning workload 
allocation, it considers three main classes namely: a) 
rank-based, in which the servers are ranked and the allocation 
follows the ranking, e.g. using FCFS [12]; b) control-based, in 
which the allocation is guided by a controlling parameter in a 
closed loop to minimize a certain metric, e.g. [18]; and c) 
optimization-based, in which the allocation results from 
solving an optimization problem, e.g. XInt [16]. 

Our approach falls within the optimization-based class 
but differs from other thermal-aware workload allocation 

methods by providing one single parameter that the datacenter 
operator can use to drive the optimizer and tune the number of 
needed active servers while also deciding on a thermal margin 
below the critical inlet temperature of the servers. The choice 
of servers that are kept active is automatic, following a 
rank-based approach inside the optimization process that uses 
common heuristics [12] but may include specific resource 
allocation constraints according to SLAs, a feature not 
commonly considered in the literature. 

In particular, our approach resembles the MCE and 
Min-HR algorithms described in [16] but, beyond the 
differences referred above, we use a transactional IDC load 
model as opposed to the HPC model used therein. 

III. UNDERLYING MODELS AND ASSUMPTIONS

A datacenter is generally a warehouse with rows of racks 
and a series of complex computer system facilities such as 
servers, storages and networking equipment, management 
controllers, and other electrical and cooling infrastructures. 
Typically, most datacenters adopt the hot/cold aisle layout as 
shown in Figure 1, where each row is placed between a hot 
and a cold aisle. The cold air supplied by the Computer Room 
Air Conditioning (CRAC) units passes through the perforated 
tiles of an elevated floor and picks up the hot air heated by the 
servers, which is then captured by the intakes of the CRAC 
placed at the end of or on the ceiling of the hot aisles.

A. Datacenter configuration 
As referred before, we will use the smaller case study in 

[17] which is a datacenter with 2 rows of 2 35U racks each,
arranged in a typical hot-aisle/cold-aisle configuration, and 
each rack containing 5 7U chassis with 10 blade servers each, 
namely model IBM Series 350M2 with idle power of 100W 
and peak power consumption of 300W. Cold air is supplied at 
a flow rate of 5 m3/s from one CRAC system through floor 
vent tiles and the air re-enters through ceiling vent tiles.

Figure 1. Hot-aisle/cold-aisle datacenter organization 

B. Computing nodes and performance model 
The referred data center contains 200 servers organized in 

20 chassis. Allocating the workload per server is a heavy task 
for most allocation tools, particularly for those based on 
optimization processes. Thus, our workload allocation tool
considers each chassis one computing unit with all its servers 
switched on or off together, depending on whether there is at 
least one application allocated to a server in the chassis or not. 
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The chassis will thus behave as a macro server with an idle 
power of 1000W and a peak power of 3000W and we refer to 
it in the remainder of the paper as node. 

Concerning the electrical power variation of each node as 
a function of its computing load (Pi for node i), it has been 
previously established that such relationship can normally be 
considered linear with the processor utilization plus an idle 
power level pidle [15]. This model also applies to interactive 
workloads with the server power varying linearly with the 
respective services request rate [13]. For each application 
there is a relationship between the request rate and power 
consumed by the respective node that must be determined by 
profiling. Here we consider that such relationship is already 
known and we represent our workloads by the increment in
power they cause to the node where they are allocated for the 
request rate considered in the respective SLA. We call Wj the 
power footprint of application j. Note that since we consider a 
homogeneous datacenter, the footprints of the applications are 
equal independently of the node where they are allocated. 

Therefore, we can model the electrical power consumed 
by node i (Pi) with Equation 1 where the binary variables ���
and   ��  characterize the workload distribution of the n
applications among the m nodes in the datacenter. If node �
runs application j then ���=1 else ���=0, and if node  � has 
some assigned workload then �� = 1 else it can be switched 
off and �� = 0. In a compact form, X is an n by m matrix 
representing the workload allocation and �� an m-length vector 
representing the active nodes. 

�� = ∑ ���	�
� �� + �� 
����,    ∀�= {1 … �} (1)

In a matrix form, considering P the vector with the power 
of all m nodes and W the vector with the power footprint of all 
n applications in the workload, we can rewrite Equation 1 as: 

� = ��� + 
���� � 
C. Thermal model 

A critical issue in datacenters is the heat recirculation that 
warms up the air at the inlet of the chassis reducing the 
efficiency of the air cooling system. Such recirculation is 
typically determined with CFD analysis or experimentally as in 
[8] and it is represented by a square Heat Recirculation Matrix 
(HRM) where the (i,j)th element of the matrix represents the 
heat contribution of node j on node i. Here, we use the matrix 
provided by Bluesim for this datacenter, represented by D,
where element Di,j represents the temperature increment at the
inlet of node i per unit of electrical power consumed by node j. 

Let tsup be the cooling air temperature, we can compute 
the vector of inlet chassis temperatures Tin using Equation 2. 
This equation also means that applying a power distribution P
to the m nodes, globally cooled with air at temperature tsup,
their inlet temperatures will converge to Tin in steady state. 

��	 = ���� + � � (2)

We call the term DP the heat recirculation vector since it 
contains the increments in inlet temperature of each node 
above tsup. Then, the total heat recirculation THR is defined as 
the sum of all elements in DP as in Equation (3) 

��� = ∑ (��)���
� (3)

Moreover, for all nodes, knowing their inlet temperatures 
Tin and the power they are consuming, P, allows deriving the 
respective steady state outlet temperatures Tout (Equation 4). In 
this expression, K is a thermodynamic diagonal matrix of 
dimension m, representing the product of the air density �, air 
flow rate !� and specific heat of air  "� for each server i. For 
simplicity and without loss of generality, we consider #� to 
be constant across all nodes using the values provided in [16]. 

�$�% = ��	 + &'* � (4)

Exploring the temperature model at the node inlet level 
enables a more efficient operation of the datacenter [14] since 
the CRAC can set tsup such that the maximum value of Tin is 
close to but below tcritical, which is the critical value specified 
by the server manufacturers (also referred as the red line
temperature). Thus, balanced inlet temperature patterns allow 
increasing tsup while avoiding hot spots. 

D. CRAC and total power models and problem statement 
As seen in the previous section, tsup can be used to 

effectively enforce inlet temperatures to be below the red line 
threshold. However, to achieve this with unbalanced Tin
patterns will require a lower value of tsup because the higher 
max(Tin) that results from the uneven temperatures will need 
to be compensated for with a lower tsup. 

The problem of using lower values of tsup is that the 
lower tsup the higher the energy spent by the cooling system. 
The efficiency of the cooling system is normally characterized 
by the so called Coefficient Of Performance (COP) which is 
defined by Equation 5. Note that the heat to be removed is 
basically the energy spent by the computing equipment and 
thus the COP can also be expressed as the ratio of the total 
power taken by the computing equipment PIT to the power 
consumed by the cooling system PAC. Thus, we can now 
express the total computing and cooling power Ptotal as in 
Equation 6 which highlights the impact of the COP. 

               "-� = .�/% 2��$3��
4$$��	5 �	�256 = 789

7:;
(5)

               �%$%/� = <1 + �
4>7? �@� (6)

The COP is known to vary quadratically with tsup and we 
will herein use the model of [11], expressed in Equation 7.

"-� = 0.0068����D + 0.0008���� + 0.458 (7)

A fundamental aspect of our work is the impact of the 
concentration or dispersion of the workload in the datacenter. 
On one hand, if we allocate fewer loads per node but to more 
nodes, the dissipated power per node will be lower so as its 
contribution to heat recirculation. Consequently, the inlet 
temperatures will also be closer to tsup. In other words, we will 
reduce the cooling power needs because we allow a higher tsup
but we will increase the computing power because more 
servers will be active and the impact of pidle will be higher. 

On the other hand, if we concentrate the same workload 
in fewer nodes, we will be reducing the computing power but 
some nodes will have a stronger impact on heat recirculation 
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and we will need a lower tsup to keep Tin under tcritical, thus the 
cooling power will increase. 

Thus, the main goal of our work is to provide the 
datacenter operator with a knob that allows controlling the 
concentration / dispersion of the workload so as to find the 
most favorable operational point that will grant a near minimal 
total power consumption Ptotal while considering other 
operational aspects such as the actual behavior of the loads 
and their likelihood to overrun the peak request rate specified 
in the SLA. We will focus on using a specified heat 
recirculation bound, h, that constrains the contribution of each 
node to THR. Lowering the h bound, limits the load that a 
node can host and thus increases load dispersion. 

E. Allocation constraints 
One specific aspect that we consider in our work is the 

incorporation of allocation constraints in our workload 
distribution process. In fact, it is frequent that datacenter 
customers rent specific nodes or even install their own nodes 
in the datacenter to run their application services. In this case, 
the load allocation cannot freely distribute computing load 
among the whole set of datacenter nodes. 

Therefore, we model these constraints with an n by m
matrix S, in which the element sji specifies a sufficiently large 
predefined penalty, represented by iAlloc, when the 
assignment of application j to node i is illegal. Moreover, we 
use the same matrix to specify preferences in the allocations 
by using penalties that are significantly lower than iAlloc. The 
lower the sji value (penalty) the higher the probability of load j
being assigned to node i and vice-versa. 

The allocation preferences in the S matrix can also be 
used to encode typical allocation heuristics. For example, by 
assigning growing penalties to the nodes from lower to higher 
positions in the racks, we effectively guide the allocation to 
favor the lower nodes, i.e., closer to the floor, which typically 
suffer less from heat recirculation and thus can tolerate higher 
tsup. Moreover, the S matrix is also a simple way to reduce 
migrations between consecutive optimization steps, as the 
optimizer will try to allocate each load to the same node. 

IV. OPTIMIZATION MODEL

Our optimization problem consists of finding an 
allocation of n loads to m nodes so that it uses the least 
number of nodes and minimizes the total heat recirculation 
THR while respecting a specified bound on the individual 
contribution of each node to THR, called the recirculation 
bound h. This problem is similar to bin packing problems and 
we solve it using a BLP approach.

A. General optimization constraints 

Our optimization formulation is subject to a number of 
constraints that are expressed below. 

          ∑   ����
� ≤ � (8)
          ∑ ∑ ��� = H 	�
���
�   (9)

          ∑ ��� = 1��
� ,      ∀�= {1 … H} (10)
          ∑ ��� I�� < �KLLMN��
� ,      ∀�= {1 … H} (11)
          ∑ ���	�
� ≤ H ∗ �� ,     ∀�= {1 … �}  (12)
          ∑ ���	�
� ≥ �� ,     ∀�= {1 … �}  (13)
          �� ≤ ��/Q    ∀�= {1 … �} (14)
          ∑ R(#, �)�S
�  �� ≤ ℎ    ∀�= {1 … �} (15)

The formulation is based on two binary variables, the 
allocation matrix X and the active nodes vector   � , as 
described in Section III.B, and the whole search space has 
2�V	 ∗ 2� possible solutions. This space is further reduced 
by the constraints listed above. Equation 8 enforces the 
limitation on the total number of nodes in the datacenter.
Equation 9 represents the size of the workload. Equation 10 
guarantees that each load is allocated to exactly one node.
Equation 11 prevents illegal allocations present in matrix S to 
be chosen. Equation 12 guarantees that only active nodes 
(�� = 1) can host loads while Equation 13 guarantees that 
active nodes must hold at least one load. Equation 14 
constrains the maximum number of loads that a node can hold 
guaranteeing that the node maximum power is respected. 
Finally, Equation 15 constrains to h the total contribution of 
node i to THR. 

B. The BLP formulation 
The target of this formulation is to minimize the Total 

Heat Recirculation THR. The objective function (Equation 16)
is the result of combining Equations 1 with 3, considering the 
allocation constraints S, as well as all the constraints 
enumerated in the previous section. We use * to represent 
element-wise matrix multiplication. 

Minimize 

WX� ((Y ∗ �)�� + 
���� �)Z�

�

�
�
(16)

V. EXPERIMENTS

In this section we show the results of several simulation 
experiments to assess the effectiveness of our workload 
allocation method. For this purpose we generated random 
workloads composed of 200 applications each, with power 
footprints uniformly generated between 1W and 200W, i.e., up 
to the capacity of each server. Since there are 200 servers in 
the datacenter of the Bluesim dataset, our experiment 
configuration that it is possible to assign at least one load to 
each server and several workloads to each node with its 10 
servers. Given the reasonable number of loads in the workload 
and their uniform distribution of power footprints, the
aggregate power footprint imposed over the datacenter is 
around 10kW, which corresponds, approximately to 50% 
utilization of the datacenter computing capacity. 

The simulations were carried out on a desktop computer 
with an Intel(R) Core(TM) i5-2320 CPU @ 3.00GHz, 4 
Core(s), 4 Logical Processor(s), with 8GB of physical RAM.
The optimization tool is Gurobi [21] running on Matlab.  
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A. Controlling the workload concentration / dispersion 
Figure 2 shows the surfaces of (a) PIT and (b) number of 

active nodes, obtained when varying h and Pmax independently. 
For each fixed value of Pmax, i.e., the maximum power that a 
node is allowed to admit, particularly larger values, figure (b) 
confirms the effectiveness of controlling the concentration 
(less active nodes) or dispersion (more active nodes) of the 
workload when varying h, as desired. Figure 2 (a) shows the 
monotonically decreasing variation of PIT as the workload gets 
more concentrated due to the growing number of nodes that 
get switched off. 

Note that varying Pmax has a similar effect to that of 
varying h. This confirms the effectiveness of power-based 
workload control. However, this kind of control does not 
consider heat recirculation and thus its potential to reduce 
energy is lower. Therefore, it is better to simply use the largest 
possible value for Pmax (3kW in this case) and then control the 
workload allocation with h. In the remainder of the 
experiments we use Pmax=3kW. 

(a) 

(b) 
Figure 2. Surfaces of (a) PIT, and (b) number of active nodes, as a function of 

h and Pmax

B. Minimizing joint computing and cooling power 
Figure 3 shows the variation of Ptotal, i.e., PIT + PAC, as a 

function of tsup for three fixed different values of ttarget= tsup+h.
In the three cases, the variation of h is the same but the 
absolute values of tsup are different, leading to different values 
of PAC and thus different impacts on Ptotal. Note that ttarget is an 
approximation of max(Tin), since h represents the maximum 
heat recirculation caused by any node (not suffered). 

In principle, the higher ttarget is the most favorable, 
resulting in higher values of tsup and thus lower values of Ptotal.
However, the datacenter operator might prefer to choose a 
slightly lower range of tsup, setting a ttarget slightly below tcritical.
This has the advantage of creating a guarding window for the 

case of max(Tin) possibly overrunning ttarget of an application 
temporarily admitting requests above the maximum request 
rate specified in the respective SLA. Without such guarding 
window, any such situation would cause some inlet 
temperatures to overrun tcritical, which should be avoided, given 
the risk of thermal shut down of the servers. Setting the right 
width of this guarding window is left for the datacenter 
operator that must consider the possible existence of rate 
protection mechanisms in the virtual machines within which 
the applications run, and the likeliness of such overruns for 
each specific application. 

  
Figure 3. Ptotal as a function of tsup for three different values ttarget, considering 

tsup = ttarget – h and similar range of h. 

C. Balancing of inlet / outlet temperatures 
A positive impact of balancing temperatures is the 

inherent reduction of maximum values that can create hot 
spots [14]. As referred before, the cooling needs are 
essentially determined by the maximum temperature and thus, 
balancing temperatures not only prevents hot spots but also 
reduces cooling power.  

Therefore, it is important to assess how well the proposed 
approach addresses temperature balancing. Figure 4 shows the 
minimum and maximum inlet and outlet temperatures 
achieved with the proposed allocation method for one random 
workload with tsup=12ºC and h varying from 3.5ºC to 6.5ºC. 
Note that no feasible allocations are achieved for h≤4.5ºC. The 
constraint enforced by the recirculation bound h imposed by 
the allocation method (Equation 15) leads to variations in Tin
of 2ºC to 3ºC in the range of interest. On the other hand, the 
outlet temperatures Tout accumulate the variation of Tin with 
the variations in heat resulting from the workload execution, 
showing thus a larger variation as expected, i.e., from 7ºC to 
9ºC for the same h range. 

Figure 4. Balance of inlet and outlet temperatures (tsup=12ºC) 
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D. Effectiveness of the allocation constraints 
The previous subsections did not consider allocation 

constraints, i.e., any load could be assigned to any node. In 
this section we analyze the application of such constraints, 
thus allowing us to  considering tsup=17ºC and h=5ºC. 

As referred in Section III.E, these constraints allow us to 
introduce allocation limitations in the optimization process 
arising from SLAs with datacenter customers and/or general 
preferences in the allocation of the loads. 

We start by running the optimizer for a workload of 100 
applications without allocation constraints, i.e., S=ones(n,m),
as reference (Fig. 5-a). This workload uses approximately 25% 
of the datacenter computing capacity, a light load that 
facilitates the visualization of the allocation outcomes. This 
reference allocation also gives information about which nodes 
contribute less to the heat recirculation, which in this case 
study, is clearly rack 1 on row 1, followed by rack 3 in row 2, 
both on the same side as the CRAC. Note that we represent the 
nodes in the racks horizontally, for convenience of 
visualization, but they are organized vertically, from A closer 
to the floor, to E closer to the ceiling.  

Figure 5. Controlling the allocation profile with weights in the S matrix; (a) 
no constraints, (b) forcing use of nodes with high heat recirculation and (c) 
incorporating fully exclusive use of nodes for certain loads as expressed in 
SLAs 

Fig. 5-b) shows the result of using an S matrix with a 
weight of 10 to racks 1 and 3, and a weight of 1 to racks 2 and 
4, forcing the optimizer to choose these racks that are farther 

from the CRAC. It is curious to see that, even with the large 
difference in weights, the optimizer allocated just a small part 
of the load on racks 2 and 4, particularly to their lower nodes, 
and the remainder was still allocated to racks 1 and 3, again to 
nodes closer to the floor. This is explained by the strong 
contribution of the nodes in racks 2 and 4 to the heat 
recirculation. Thus, their load is contained by the recirculation 
bound h, to avoid excessive heating (constraint 15). 

Finally, we addressed the case in which the allocation has 
to consider a set of nodes dedicated to specific loads such as 
when a given customer hires or owns specific nodes in the 
datacenter. In particular, loads 1 through 20 are constrained to 
execute in any nodes of rack 3. Thus, for these loads, the S 
matrix includes a weight of 1 in the columns corresponding to 
nodes of rack 3 and all other nodes are signaled with the 
illegal allocation parameter iAlloc. For the remaining 80 loads, 
they can be allocated freely to racks 2 and 4 (weight of 1) and 
then to rack 1 (weight of 10) but rack 3 has iAlloc. The first 20 
applications are allocated to node B of rack 3, the one that has 
the least recirculation coefficients. The other loads are 
allocated to racks 2 and 4 but only up to what the recirculation 
bound h allows, and then to rack 1, despite its higher weight. 

An interesting remark is that our default allocation, i.e., 
without allocation constraints, is a combination of the MCE 
and the min-HR allocation algorithms, both reported in [16]. 
However, our proposed method can impose constraints that 
lead to other possible allocations, such as favoring the nodes 
closer to the ceiling, which suffer more from heat recirculation 
but contribute less to it. 

These allocation constraints can also guide the optimizer 
to allocate multiple instances of the same application in 
different nodes, for availability and enhanced service. Figure 6 
shows a situation in which the first 10 loads are replicated 
(1..10 and 10..20) and must be allocated to nodes A through D 
of rack 2, while the remainder 80 loads should be allocated 
primarily in racks 3 and 4 (weight of 1) and if needed in rack 1 
(weight of 10). In order to separate the nodes in which the 10 
replicas execute, we assign to the first 10 loads a weight of 1 
to nodes A and C and 2 to nodes B and D, while for the other 
replicas (following 10 loads), we assign a weight of 1 to nodes 
B and D and of 2 to nodes A and C. The optimizer effectively 
allocated the first 10 loads to nodes A and C and the following 
10 (replicas) to nodes B and D, while the remaining 80 loads 
were allocated to rack 1 and a part in rack 3. 

Figure 6. Automatically allocating application replicas in different nodes. 
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E. Execution time of allocation process 
Finally we address the scalability of our method in terms 

of execution time as a function of the number of loads in the 
workload. We vary the number of loads from 50 to 250 in 
steps of 25, using h = 5ºC. Figure 7 shows the results with 
each point representing the average of 100 random equal size 
workloads. The execution time is always below 1s validating 
our expectation of suitability for online use according to the 
discussion in Section I.

Figure 7. Execution time of the allocation optimizer for different workload 
sizes. 

VI. CONCLUSION

Energy efficiency in datacenters is an increasingly 
important issue given the central role of datacenters in the IT 
world. In this paper, we addressed the workload distribution 
among servers in a datacenter. Particularly, we proposed an 
optimization approach to allocate the workload that minimizes 
the total heat recirculation among all nodes subject to a 
specified bound on the contribution of each node to such 
recirculation. We show that such bound can be used as a knob 
to control the number of active servers needed to execute such 
workload while avoiding hot spots. Acting on such knob, it is 
possible to find a power optimal point that combines the 
savings in IT power from switching off unneeded servers with 
the savings in cooling power from using higher cooling 
temperatures. This combination bears some resemblance with 
some previous works in the literature, such as MCE and 
Min-HR [16]. 

Nevertheless, the most innovative feature in this 
allocation process is the incorporation of allocation constraints 
in a rather simple but flexible way, using a weights matrix. We 
show that simply changing such weights changes the profile of 
the allocation. We also show how to use these constraints to 
reflect illegal allocations and, for example, to cater for cases in 
which nodes are rented or owned by datacenter customers for 
dedicated loads. 

We are currently working on applying our approach to 
larger scale and heterogeneous datacenters and we also plan to 
analyze the use of other optimization approaches that provide 
an optimal balancing of the inlet temperatures, e.g., minmax as 
used in the Xint algorithm for HPC loads [16], to further 
increase the cooling temperature and reduce cooling costs.  
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